Classification for Multiformat
Obiject of Cultural Heritage using
Deep Learning

by Ridwan Andi Kambau

Submission date: 22-Mar-2020 08:55PM (UTC+0700)

Submission ID: 1279638402

File name: Multiformat_Object_of Cultural_Heritage_using_Deep_Learning.pdf (552.89K)
Word count: 4219

Character count: 23218



Classification for Multiformat Object of Cultural
Heritage using Deep Learning

Ridwan Andi Kambau
Faculty Of Computer Science
University of Indonesia
Depok, Indonesia
ridwan.andif@ui.ac.id

Abstract— The growth of information in the last two decades
is dominated by multimedia data such as text, image, audio, and
video. Multimedia data with low-level features should be
represented in a high-level concept that is easily understood by
a human. Classification of the multi-format object is a technique
that is used to represent a multi-source object like text, image,
audio, and video at once. The object t features are extracted then
categorized in several specified classes or concepts. This paper
adopts Deep Learning Techniques: (1) Convolutional Neural
Networks (CNN) techniques for classifying an image, audio, and
video, (2) Recurrent Neural Networks (RNN) technique for
classifying text. The experiment uses small data of Indonesian
cultural heritage domain. As supervised learning form, the
output model is grouped into five classes based on Indonesian
ethnic groups (Toraja, Bali, Batak, Dayak, Betawis. The result,
this classification model can be implemented in the Multimedia
Information Retrieval System and Recommender System for
Indonesia Cultural Heritage.

Keywords— classification multi-format Object; convolutional
neural network; recurrent neural network; deep learning,
Cultural Heritage.

I. INTRODUCTION

Classification of the multi-format object appears in many
application and a system like a computer vision, object
recognition, information retrieval system or recommender
system [1]. The idea is to utilize a various source of modalities
to improve overall performance that is compared with a single
modality mainly using machine learning or deep learning to
classify multiple sources. Deep Leaming is a state of the art of
classification and a subset of machine learning for learning
data representation with multiple levels of representation [2].
For classification task, representation on the higher layer
amplify important aspect of the input for discrimination and
suppress irrelevant variations. Supervised learning is the most
common form of deep leaming when the model provides
desired categories or labels for the result of classification [3].
In the early several single classifications like the image, video,
audio, and text classification using deep learning have been
tested and has achieved a good performance, but when
combining them, the performance slightly decreases. For
Image Classification in a single source, Convolutional Neural
Network (CNN), one of deep learning model, has been proven
can produce good performance [4]. The experiment of 1.2
million images with 1000 class achieved top-1 and top-5 error
rates of 37.5% and 17.0% [4]. Another image classification
strategy named cross-level that establish a convolutional layer
between two nonadjacent levels, aiming to extract more
sufficient features with multiple scales at each feature
representation level is potential in strategy for the future image
classification [5]. Other modal like Audio Classification also
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uses Convolutional Neural Network technique but in different
features. The features used in Audio Classification using deep
leaming can be done by the high-level feature of Spectrogram
[6] [7], then CNN model is performed to the Spectrogram
features to categorize into several class  [8]. Video
Classification studies multiple approaches for extending the
connectivity of a CNN in the time domain to take advantage
of the local spatiotemporal information. The performance
improves the baseline features accuracy. Using | million
Youtube videos that label 487 classes dataset in empirical
evaluation [9]. Recurrent Convolutional Neural Network
(RCNN) can perform text classification without human-
designed features. The model applies recurrent structure to
capture contextual information as far as possible when
leaming word representations. The experiment is conducted
using dataset commonly and proving the method is to
outperform the state of the art methods [10].

This research proposes a classification of the multi-format
object that is consists of the single modal with deep leaming
method of image, audio, video, and audio classification to
generate unified representation multi-format data with CNN
and RNN techniques. Using dataset with object Indonesia
Cultural Heritage for each media format in the training phase,
the model generates five classes (concepts) contain group
ethnic of Batak, Betawi, Bali, Toraja, dan Dayak. This paper
is organized as follow; section 2 provides related works,
section 3 contains Research Methodology, section 4 is
Experiment Settings, section 5 is the Result and Analysis, and
section 6 is the conclusion. These research contributions are:
(1) we collect Multi-Format Object of Cultural Heritage of 5
tribes in Indonesia Dataset, (2) Multi-Format Classification of
Indonesia Cultural Heritage using deep leaming model.

1. RELATED WORKS

A. Multi-Format Classification

Multi-Format classification utilizes multiple sources
(modalities) like texts, images or videos measuring the same
instances. Various applications such as multimedia
information retrieval system, social media analysis, or
recommender system are using Support Vector Machine [11],
Deep Boltzmann Machine[3] and Hidden Markov Model [12]
techniques for multi-format classification in early. The
technique is called shallow learning. Deep learning extends
new technique in the multimodal classification with
Convolutional Neural Network(CNN) and Recurrent Neural
Network (RNN) technique [13]. The new techniques increase
the performance and accuracy of the system outperform the
shallow learning techniques.




B. Deep Learning

Convolutional Neural Network (CNN) [14] and
Recurrent Neural Network (RNN) [15] techniques are part of
deep learning and become popular in the last five years as a
good classification technique. Beside CNN and RNN, there
are Deep Belief Network, Deep Boltzmann Machine, and
Deep auto-encoder techniques as a part of deep leaming.
every technique has unique characteristic and function
depend on the system requirement. The CNN with various
technique has proven as very useful in image classification,
and varied techniques are developed sustainably [8]. Not only
for image classification but modified CNN also is used for
audio and video classification.

Deep Learning is a subset of machine leaming that
process multiple layers to learn data representation with
multiple levels of abstraction [16]. Deep learning makes the
breakthrough to solve the old problem that exists in the
artificial intelligence community. Deep learning has good
performance to find complex structure in high dimensional of
data, therefore applicable to many domains of science,
govemment, and business. For the future deep learning will
accelerate progress in artificial neural network field [17].

C. Image and Video Classification

Before deep leaming emergence, some techniques in
shallow learning like Support Vector Machine (SVM), K-
Nearest Neighbor (KNN) [18], or Naive Bayes [19] have been
widely used. They are a good classifier before the existing of
deep learning. Convolutional Neural Network (CNN) as one
of the techniques of deep leaming is the most popular
technique used as an image classifier. This is due to CNN
trying to imitate the image recognition system in the human
visual cortex[20]. Therefore, it has the ability to cultivate
information of the image. A CNN consists of several layers,
based on the illustration [14] there are five main layers; Input
Layer, Convolutional Layer, Pooling Layer, Fully Connected
Layer and Output Layer.
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Fig 1. Nustration of Image Classification using CNN

Input layer receives an image dataset that is used as a
source (@ data. The data is processed in the Convolutional
Layer. Convolution means@plying a kernel on the data image
in all offset that allowed. The kemel moves from upper left
comer to bottom right. Pooling or subsampling is a reduction
process an image size of data. Max pooling is usually used in
CNN th@ works to divide output from convolutional layer
become several small grids and take maximum value from
each grid to arrange image matrix whic.-las been reduced.
The purpose of convolution in image data is to extract features
from the input image. Convolution will produce a linear
transformation of the input data according to spatial
information on the data. The weights on that layer specify
the kemel convolution used, so the kernel convolution can be
trained based on inputs on CNN. Furthermore, every neuron
in the convolutional layer is transforrr. to a single dimension
of data before being forwarded to the Fully Connected Layer.
It caused the data will lose spatial information and not
reversible. Hence fully connected layer is only implemented

at the end of the layer. Besides the layers, there is activation
function or non-linear function that allow CNN is
transforming input data to a higher dimension, so it is possible
to cut simple hyperplane that allows performing classification.
Sigmoid, Tangent Hyperbolic, and Rectified Linear Unit are
activation function that used by CNN.

Performing Video Classification is quite tricky because
there are three components that have to be concerned; image
component on the frame, audio component and temporal or
motion component. In this case, we only use image
component on the frame by capturing several frames that keep
have a significant influence on the video. Further, the image
will be performed like Image classification with
Convolutional Neural Network. Actually, there are several
techniques to classify video like extending connectivity of
CNN in the time domain and using shallow learning classifier
like SVM, GMM or HMM. For reducing complexity and
increase training acceleration we only capture still image from
the frames and processing like image classification.

D. Audio Classification

In early 2000, Support Vector Machine (SVM), Gaussian
Mixture Model (GMM) and Restricted Boltzmann Machine
(RBM) become a reference to audio classification. Some
audio features like MFCC (Mel Frequency Cepstral
Coefficient), Spectogram, Spectral Flux, and Zero-Crossing
Rate is used to classify audio, including sound, speech, and
music [21]. The c"ting of deep learning change the
technique reference. Convolutional Neural Network (CNN)
and Recurrent Neural Network (RNN) as a part of deep
leaming is a better classifier for audio if we compare with old
techniques. Besides Image Classification, CNN also performs
audio classification with a spectrogram feature using VGG
architecture on CNN [22]. Spectogram features are a visual or
2D representation of spectrum frequency of sound or another
signal as they vary with time. Spectrograms are sometimes
called sonography, voiceprints, or voicegrams. CNN captures
the feature as a 2D visual feature that can be read as an image.
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Fig.2. llustration of Audio Classification usmg CNN

E. Text Classification

Text classification usually relies on many human design
features, such as knowledge-based with corpus, dictionary or
thesaurus. The problems in text classification are a feature
representation like Bag of Word (BoW) model, Latent
Semantic Indexing (LSI)[23] or Latent Dirichlet Allocation
(LDA) [24]. In deep learning techniques, Recurrent Neural
Networks has been proven to be efficient in term of
constructing sentence representation. There are several
researchers that used RNN as a model for classification like
Lai et al. [10].

1. RESEARCH METHODOLOGY

This research starting from creating a multi-format dataset
of Indonesia Cultural Heritage, then preprocessing is
performed to make dataset can be used in deep leaming.
Dataset is also separated into training, validation and testing
data. Creating a model is done by using Deep Learming (CNN




or RNN) to training data that already split. Validation data is
used to measure accuracy and loss when training process
perform. After producing an appropriate model, testing data is
used to test the model.
A. Dataset Collection and Preprocessing

Indonesia cultural heritage object with text, image, video,
and audio format is used as a dataset. We collected objects of
photos, sounds, texts and videos respectively from five group
ethnics (Batak, Betawi, Bali, Toraja, and Dayak) manually.
Objects of images, sounds, texts, and videos are preprocessed
in order to make data feasible to be used in deep learning
model. For images data, the data is enriched using data
generator with rotating, mirroring and reconstructing current
images, then alpha channel images are removed, and the size
of images resize into the same size. The sound is also
preprocessed by changing raw music file into high-level
features  Spectrogram. We used techniques from
Ramachandran to extract raw sounds into Spectrogram [25].
For text, the dataset is also preprocessed by implementing
several techniques like Stemming, Stop-words and
Tokenizing words [26]. All of the datasets is separated into
70% as training data, 10% as validation data and 20% as
testing data. The dataset also changed into vector format in
order to be read by deep learning model.
B. Model

We used the Convolutional Neural Networks (CNN)
architecture for Image classification, audio classification, and
video classification, on the other side text classification, is
done by using Recurrent Neural Networks (RNN). For image
classification, it contains a dataset of five tribes in Indonesia.
For each tribe, it contains 100 images respectively. The
images then feed-forwarded into CNN which received by the
input layer x = (xy, %y, X3 ..., Xp)' . The input layer receives
3 layers of 70x70 image size that will be forwarded into
convolutional layer f(C(x, W)) with kernel size 5x5. Output
from convolutional layer will be forwarded into max-pooling
f(P(x,W)) layer with kemel size 2x2. For each function f(x),
we use whether Rectified Linear Unit (ReLU), Sigmoid or
Tangent Hyperbolic (TanH) depends on output from previous
layers. In order to make feature-vector in 1D size, fully-
connected layer will be the the the performed to produce 1D
vector h; = f(P(x,W)), the last step Softmax classification
will be performed to produce class prediction y; = f(h;).
Wea aa also compute loss function using Mean Square Error
MSE then MSE will be used in backpropagation algorithm to
compute new weight. A new weight W, ., will be used in the
networks and feedforward networks will be repeated as a time
until convergence.
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This CNN model can be used for image classification and
sound classification with different architecture and
experimental design. For video classification, the architecture
will be the same with image classification but in time framthe
e. It means when the video size is 3 second, the number of
image wilimages60 frame/secframesiply by 3 second that
resulting 180 images. 180 images then will be feed-forwarded
into input layer same with image classification. For sound
classification also the same with video and image
classification but the input is different. Spectrogram as a
feature for sound modal, it will be forwarded into CNN
architecture then classification is performed to obtain class
prediction.

For text classification, RNN model is used to receive text
input. Text input is changed into one-hot vector. Then vector
x = (X,X3 X5 ..., xp)" is forwarded into architecture wihe
hich put in h; to predict class y;. Loss function is also use
MSE like in eq.7 and classification is done by using Softmax
like in eq. 6. Activation function is also used for each output
from h; whether ReLU (eq, 4), sigmoid (eq 6) or TanH (eq.5).

hi = RNN (x;, hi_y) )

C. Evaluation

We used various evaluation methods. It started from
dataset creation evaluation using Kappa Score (eq. 13) which
measure the agreement between two or more annotators. We
also use training and validation accuracy to determine training
g process is not overfitting. For testing a new or unseen data,
we used testing accuracy. The last step of evaluation, we use
Precision (Eq.10), Recall (Eg. 11) and F-score (eq. 12) to
determine our model can perform better.

|Relevan nRetrieved|

Precision (P) = meEvant (10)
_ |Retevan nRetrieved|

Recall (R) = T Retremed (11)

F-Score (F) = 20 (12)

Kappa = P(A)-P(E) (13)

P(E}-1

IV. RESEARCH EXPERIMENT

We used Cultural Heritage dataset in this research. We
used 100 extracted feature of the image, a feature of video,
Spectrogram, and Text respectively.

Based on the table below, we use four kinds of features:
images data, audios data, videos data and texts data. For each
feature, Support Vector Machine model is used as a
benchmarking model meanwhile deep leaming model CNN
and RNN is performed into the dataset. For detail architecture,
CNN audio Spectrogram architecture detail can be seen in
table 1. Meanwhile, CNN image architecture detail can be
seen in table 2.




TABEL 1. CNN AUDIO SPECTROGRAM ARCHITECTURE DETAIL

Layer Type Input Filter Kernel Size Stride Output
1 Input Layer IxT70x70 - 3xT0xT0
2 Convolutional 3IxT0x70 32 5x5 1 32x66x66
3 Max-Pooling 32xH6x66 32 2x2 2 32x33x33
4 Convolutional 32x33x33 32 5x5 I 32x29x29
5 Max-Pooling 312x29x29 32 2x2 2 32x14x14
Convolutional 32xl4x14 32 5x5 1 32x10x10
Max-Pooling 32x10x10 64 2x2 2 H4x5x5
[ Fully Connected 64x5x5 64 b4
7 Softmax 64 1 1
TABELZ2. CNN IMAGE ARCHITECTURE DETAIL
Layer Type Input Filter Kernel Size Stride Output
1 Input Layer Ix32x32 - 3x32x32
2 Convolutional 3x32x32 32 5x5 1 32x28x28
3 Max-Pooling 32x28x28 32 2x2 2 32x14x14
4 Convolutional 32x14x14 32 5x5 1 32x10x10
5 Max-Pooling 32x10x10 64 2x2 2 Gdx5x5
1 Fully Connected 64x5x5 64 64
7 Sofimax 64 1 1

The experiment is tried in GPU computer using Python
language and various Python library like Tensor flow, Scikit-

leam, Librosa and others. Here detail of research
experiments:
TABEL 3. DESIGN EXPERIMENT
Feature Maodel Dataset
Images Support Vector Machine Cultural
Spectrogram {Baseline) for Benchmarking Heritage
Texts Model Dataset
Images Deep fearning (CNN and
Spectrogram RNN)
Texts
V. RESULT AND ANALYSIS
A. Result

We created a dataset of cultural heritage with 100 data for

each tribe consists of images, audios, texts, and videos. Most
of the image of five tribes consists of traditional houses, most
of the audio consists of traditional songs, most of the texts
consists of traditional lyrics of songs and most of the video
consists of cultural heritage videos. The dataset has been pre-
processed and fits with Deep Learning architecture. Dataset
is also annotated with 2 annotators. We obtained 0.76 Kappa
score which means both annotators are correctly annotated
dataset. The sample of Image and Audio dataset can be seen
in figure 3.

We have divided the dataset into Training data, Validation
data and Testing data. The training process spends 10 epochs
for each modal.
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Fig. 3. Image and Audio Dataset Representation




TABEL4. ACCURACY (A), PRECISION (P), RECALL ®, F-SCORE (F1) MEASUREMENT EVALUATION

Image Classifi cation Audio Classification Video Classification Text Classification
Tribes A P R F1 Size A P R F1 Size A P R F1 Slze A P R F1 Size
Bali 0.76 | 0.77 0.83 080 | 20 0.57 0.62 0.69 067 | 20 0.76 0.77 0.83 0.80 | 20 0.92 0498 | 099 | 098 | 20
Batak 0.76 | 095 0.85 078 | 20 0.63 0.64 0.72 067 | 20 0.78 0.95 0.85 0.78 | 20 0.95 047 | 099 | 098 | 20
Toraja 0.72 0.64 0.88 074 | 20 0.67 0.60 0.64 0.58 | 20 0.72 0.64 0.88 0.74 | 20 0.92 091 | 095 | 096 | 20
Dayak 0.74 | 078 | 082 078 | 20 0.68 .67 0.67 0.66 | 20 0.78 | 077 0.87 0.78 | 20 0.94 092 | 095 | 096 | 20
Be tawi 070 | 079 | 0.85 076 | 20 0.69 066 | 069 | 059 | 20 0.77 0.88 086 | 0.77 | 20 0.95 0495 | 092 | 093 | 20

After the training process performs, we have ensured the
process was not overfitting indicating by figure 4 that both
training and validation accuracy have almost similar results.

Training and Validation Accuracy

0.8
06
0.4
0.2

Epoch 1 Epoch 30

- e e Training Validation

Fig.4. Image Classification Training and validation Accuracy

We can see from figure 4 training and validation accuracy
that accuracy increase as time, on the other side loss decrease
loss as a time that indicating our model is not overfitting.
After creating a model, we use testing data to test our model.
Theresult for image classification, audio classification, video
classification and text classification are 77%, 83%, 55%, and
93% respectively. We also use measurement evaluation
Precision, Recall, F-score to each model as can be seen in
table 4. Comparing with the benchmarking model, Support
Vector Machine. The accuracy of the model reaches 55%,
59%, 30% and 77% for image classification, audio
classification, video classification and text classification.
Deep Learning model performs better than SVM model in
Cultural Heritage dataset. The result of classification higher
10 - 30% than SVM.

B. Analysis

Cultural Heritage dataset consists of 100 data for each of
five Indonesian Tribes (Bali, Batak, Toraja, Dayak, and
Betawi). The dataset involves image, audio, video and text
data which has already pre-processed. The dataset can be
used in deep learning by augmented more data or use data
generator. We have shown that our dataset can be used as a
benchmark in Cultural Heritage research. The dataset has
already correctly annotated that indicated by Kappa score
higher than 0.70.

Based on the experiment, Deep Learning model performs
better performance comparing with SVM model that
indicating by testing accuracy 77%, 83%, 55% and 93% for
image classification, audio classification, video classification
and text classification respectively. The result is better 10
30% than benchmarking model SVM. Deep Leaming model
performs better because the data could not be separately
linear. By performing deep learning model, we have to use a
large amount of data by augmenting data generator or other
techniques. We have shown that classification multi-format
object images, audios, videos and texts of cultural heritage
can produce a better performance when using Deep Leaming
indicating by measurement evaluation.

In table IV shown that when predicting Bali Tribes to Bali
Tribes Ground Truth in image classification, 76 images were
correctly predicted and merely 24 images was incorrectly
predicted. For Audio classification, when predicting Betawi
Tribes to Betawi Tribe Ground Truth, 69 audio files were
correctly predicted, and merely 31 audio files were
incorrectly predicted. The result of table IV indicated our
model could perform better in determining tribes of given
file.

V1. CONCLUSION

We created the dataset of multi-format object of Images,
Audios, Videos and Texts of Indonesia Cultural Heritage.
The Classification of multi-format object by using Deep
Learning (CNN and RNN) can produce better performance
comparing to SVM with overall accuracy better 10 — 30%
than benchmarking model. We have shown our model can
predict appropriate tribes given among images, audios,
videos or texts of cultural heritage.

Our future work is to integrate the model in Unified
Multimedia Information Retrieval or Recommender System
for searching and giving a recommendation for Indonesia’s
cultural heritage object.
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