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ABSTRACT 

 

 The rapid development of online multiplayer games has brought about not 

only new forms of entertainment but also new avenues for harmful social 

interactions, such as cyberbullying. This thesis explores the phenomenon of 

cyberbullying within the context of two popular online games, PUBG 

(PlayerUnknown’s Battlegrounds) and Mobile Legends, focusing specifically on 

its impact on children who play these games. The study aims to identify the forms 

of cyberbullying experienced by young players, to examine the emotional, social, 

and psychological effects it has on them, and to understand how they respond to 

and cope with such incidents. 

 To enhance the detection and prevention of offensive language in these 

games, this research introduces a regular expression-based filtering system 

designed to automatically flag or block abusive and harmful text inputs in real-

time. The study employs a mixed-method approach, combining quantitative data 

gathered through questionnaires distributed to child players and qualitative 

insights obtained through interviews. It also includes a prototype implementation 

of a regex-based filter to evaluate its effectiveness in identifying common patterns 

of cyberbullying language. 

 Findings reveal that children who play PUBG and Mobile Legends are 

frequently exposed to various forms of cyberbullying, including verbal 

harassment, exclusion, and threats. These experiences result in negative 

consequences such as lowered self-esteem, anxiety, and social withdrawal. The 

study further shows that many children are unaware of the reporting tools or lack 

confidence in their effectiveness, making real-time detection tools even more 

crucial. 

 In conclusion, the thesis underscores the critical need for proactive content 

filtering mechanisms—such as regular expression-based detection—to reduce the 

prevalence of offensive language and cyberbullying in online gaming 

communities. The findings provide actionable insights for game developers, 

educators, and parents to promote safer and more inclusive digital environments 

for children. 

 

Keywords: Cyberbullying, Online Games, PUBG, Mobile Legends, Children, 

Regular Expressions, Offensive Language Detection, Digital Safety. 
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CHAPTER  I 

INTRODUCTION 

 
A. Background 

Cyberbullying is a pervasive and harmful social issue that affects 

individuals specially kids across various contexts, particularly among 

adolescents and children. It involves the repeated intentional infliction of 

harm—whether physical, emotional, or psychological—on a person 

perceived as vulnerable or weaker than the aggressor. While bullying has 

existed throughout history, its impact and prevalence have gained increasing 

attention in recent decades, especially with the rise of digital technology. 

Cyberbullying, in particular, has emerged as a severe public health 

issue, affecting young individuals worldwide. The  study will serve as a 

valuable reference for future research on cyberbullying in digital spaces, 

particularly in the context of online gaming among adolescents and children. 

As online interactions become more common to daily life, understanding the 

risk factors and preventive measures implemented worldwide is crucial in 

addressing this growing issue. This systematic review aims to provide a 

comprehensive analysis of cyberbullying’s methods and the factors 

contributing to its occurrence, and the strategies used to combat it. 

In addressing the issue of cyberbullying, it is essential to highlight that 

not only does it violate ethical and moral principles, but it also goes against 

the core teachings of many religions, particularly Islam. The Holy Qur'an and 

Hadith emphasize mutual respect, dignity, and the importance of protecting 

others from harm in all forms, including verbal and digital abuse. 

One powerful verse from the Qur'an states: 

" هَا يَا يُّ
َ
ذِينََ أ

َّ
واَ ال

ُ
َ آمَن

َ
رَْ ل

َ
وْمَ  يَسْخ

َ
ن ق ِ

َ م  وْم 
َ
َ ق ى  ن عَس َ

َ
واَ أ

ُ
ون

ُ
يْرًاَ يَك

َ
نْهُمَْ خ ِ

َ م 
َ

نَ نِسَاءَ  وَل ِ
سَاء َ م  ِ

 
َ ن ى  نَ عَس َ

َ
 أ

َ نَّ
ُ
يْرًاَ يَك

َ
َ خ نْهُنَّ ِ

َ م   ۖ َ
َ

مِزُواَ وَل
ْ
ل
َ
مَْ ت

ُ
سَك

ُ
نف

َ
َ أ

َ
ابَزُواَ وَل

َ
ن
َ
ابَِ ت

َ
ق
ْ
ل
َ ْ
َ بِالْ سََ ۖ 

ْ
َ الِسْمَُ بِئ

ُ
سُوق

ُ
ف
ْ
يمَا بَعْدََ ال ِ

ْ
َ نَِالْ  ۖ 

مَْ وَمَن
َّ
بَْ ل

ُ
ئِكََ يَت

 َ
ول
ُ
أ
َ
َ ف

َ
ون

ُ
الِِ

َّ
هُمُالظ " 

(Surah Al-Hujurat, 49:11) 
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Translation: 
“O you who have believed, let not a people ridicule [another] people; perhaps 
they may be better than them. Nor let women ridicule [other] women; perhaps 
they may be better than them. And do not insult one another and do not call 
each other by [offensive] nicknames. Wretched is the name of disobedience 
after [one's] faith. And whoever does not repent – then it is those who are the 
wrongdoers.” 
 

This verse clearly prohibits mocking, name-calling, and insulting 

others—behaviors that are often present in cyberbullying. It urges believers 

to uphold humility, avoid harmful speech, and show respect, especially in 

public or digital spaces. 

In addition, the Prophet Muhammad (peace be upon him) emphasized 

the importance of non-violence and safety among Muslims. In a well-known 

hadith, he said: 

" ويده لسانه من الِسلمونَ سلم من الِسلم " 

“A Muslim is the one from whose tongue and hand other Muslims 

are safe.” 

(Sahih al-Bukhari, Hadith No. 10) 

 
This hadith highlights that true faith is reflected in how we treat 

others—not just physically, but also through our words. In the context of 

cyberbullying, it serves as a strong reminder that hurting others through 

online insults, threats, or mockery is completely against Islamic values. 

Therefore, cyberbullying is not just a social or psychological issue, but 

also a moral and spiritual concern. It is essential for individuals to reflect on 

their online behavior and ensure it aligns with ethical and religious teachings. 

 
B. Research Focus and Its Description 

This research focuses on the issue of cyberbullying in online gaming, 

particularly in PUBG and Mobile Legends, and its impact on children and 

adolescents. As online multiplayer games become an integral part of young  

people's daily lives, the risks associated with digital interactions have also 
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increased. This study aims to analyze the nature of cyberbullying in these 

gaming environments by identifying common forms of harassment, such as 

insults, threats, social exclusion, and doxxing. Additionally, it examines the 

psychological, emotional, and behavioral effects cyberbullying has on young 

gamers, highlighting issues such as stress, anxiety, and reduced self-esteem. 

Another key aspect of the research is assessing parental awareness and 

involvement in monitoring their children's online experiences, as well as 

their role in addressing cyberbullying incidents. To provide a broader 

perspective, the study compares cyberbullying trends across different 

regions, including Iraq, Indonesia, the United States, and parts of Europe, to 

determine whether cultural and regional factors influence its prevalence and 

impact. Lastly, the research explores potential solutions and preventive 

measures, such as improved in-game moderation, parental guidance, and 

awareness campaigns, to create a safer gaming environment for young 

players. 

 
C. Problem Statement 

Cyberbullying in online gaming has emerged as a significant concern, 

particularly among children and adolescents who are increasingly active in 

digital environments. Unlike traditional forms of bullying, cyberbullying is 

often persistent, anonymous, and capable of reaching a broad audience, 

making it harder to detect, confront, or escape. Popular multiplayer games 

such as PUBG and Mobile Legends have become prominent platforms where 

harassment takes place. Players frequently experience verbal abuse, 

exclusion from team activities, targeted attacks, and other forms of digital 

aggression, often without sufficient recourse or support. 

The psychological and emotional consequences of such experiences 

are severe. Numerous studies have linked cyberbullying to heightened levels 

of anxiety, depression, social isolation, and reduced self-esteem among young 

players. In extreme cases, prolonged exposure to online harassment can even 

lead to self-harm or suicidal ideation. Despite the growing prevalence of 
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these issues, many parents remain unaware of the risks their children face in 

online gaming spaces. Moreover, the protective measures implemented by 

game developers—such as reporting tools and automated moderation—are 

often perceived as ineffective or insufficient, especially in high-pressure 

gaming environments. 

Adding to the complexity is the cultural and regional variation in how 

cyberbullying is experienced and addressed. While countries like the United 

States and parts of Europe have implemented digital literacy initiatives and 

public awareness campaigns, nations such as Indonesia and Iraq still face 

challenges in terms of education, policy enforcement, and access to mental 

health resources. These differences underscore the necessity for a more 

nuanced, globally informed understanding of cyberbullying in online gaming 

contexts. 

Without comprehensive intervention strategies and a collaborative 

effort from educators, parents, policymakers, and game developers, 

cyberbullying in online games will likely continue to grow unchecked. This 

study seeks to address this issue by investigating the forms, impact, and 

cultural dynamics of cyberbullying in games like PUBG and Mobile Legends, 

focusing particularly on youth experiences in Iraq, Indonesia, the United 

States, and Europe. By doing so, it aims to contribute to the development of 

more effective prevention strategies and safer digital environments for young 

gamers worldwide. 

 
D. Literature Review 

Bullying, in various forms, has existed throughout history, long before 

the digital age. Ancient stories and legends reflect early examples of bullying 

behavior, such as the biblical account of Joseph, whose brothers, driven by 

jealousy, threw him into a water well, leaving him to suffer and face potential 

death. In ancient cultures, bullying often manifested through physical 

confrontations or social exclusion, with rulers and individuals in power 

sometimes exerting dominance through intimidation and cruelty. For 
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example, a famous tale involves King Louis XIV of France, who was known for 

publicly humiliating his staff and courtiers to assert his authority, showing 

how bullying behaviors could be amplified by power dynamics. 

As society progressed into the 20th century, bullying evolved, shifting 

from physical confrontations to more psychological and relational forms. The 

advent of the internet and digital communication in the late 1990s 

introduced a new form of bullying—cyberbullying—which took bullying 

beyond physical boundaries. This new form of harassment allowed bullies to 

target victims anytime and anywhere, often with the added protection of 

anonymity. Online gaming, especially in multiplayer games like PUBG and 

Mobile Legends, has since become a significant platform for cyberbullying, 

where players can suffer from insults, threats, and exclusion without clear 

consequences. The anonymity provided by digital spaces has made it easier 

for aggressive behaviors to proliferate, making cyberbullying a growing 

global concern. 

1. Defining Cyberbullying 

Cyberbullying is a form of repeated and intentional harassment that 

occurs through digital platforms, including social media, messaging apps, 

online games, forums, and other internet-based communication tools. It 

encompasses a range of hostile behaviors such as sending threatening 

messages, spreading false rumors, sharing private information without 

consent, and publicly shaming or humiliating someone online. This type of 

bullying exploits the accessibility and anonymity of the internet, often 

making the perpetrators difficult to identify and the attacks harder to stop. 

According to Olweus (1993), bullying is defined as aggressive 

behavior that is intentional, repeated, and involves an imbalance of power 

between the perpetrator and the victim. When applied to digital 

environments, this definition extends to include additional elements such as 

anonymity, the potential for viral spread, and the persistence of harmful 

content. A single harmful post or message can be screenshotted, reshared, 
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and remain accessible long after the original incident, amplifying the victim’s 

suffering. 

Unlike traditional bullying, which typically takes place in physical 

spaces like schools or neighborhoods and may cease when the victim returns 

home, cyberbullying invades the victim’s personal space through their digital 

devices. This constant accessibility means that the harassment can continue 

at any time, day or night, creating a sense of helplessness and prolonged 

exposure to emotional harm. Victims often feel as though there is no safe 

space where they can escape the abuse, which significantly increases the 

psychological toll. 

Moreover, the public nature of many online platforms can intensify 

the humiliation experienced by victims. Harassment that occurs in front of 

large audiences online can damage a person’s reputation, self-esteem, and 

social relationships. In some cases, cyberbullying has been linked to anxiety, 

depression, social withdrawal, poor academic performance, and even suicidal 

thoughts, especially among young people and adolescents who are still 

developing emotionally. 

2. Cyberbullying in Online Games 

Online multiplayer games, particularly fast-paced and competitive 

titles such as PlayerUnknown's Battlegrounds (PUBG) and Mobile 

Legends, have increasingly become breeding grounds for cyberbullying. 

These games often involve large online communities where players interact 

through text, voice chat, or in-game actions. While they offer opportunities 

for teamwork, entertainment, and social connection, they also create 

environments where toxic behavior can thrive, especially in the absence of 

strict moderation or accountability. 

Numerous studies have indicated that the high-pressure, competitive 

nature of these games fosters a culture where harassment is normalized. 

Players may face verbal abuse, threats, exclusion from in-game teams or 

groups, and even coordinated attacks meant to sabotage their progress. 
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According to Kowert and Quandt (2015), this toxic gaming culture is rooted 

in the idea that aggressive or hostile communication is simply “part of the 

game,” leading to a desensitization to harmful behavior. As a result, what 

might be considered unacceptable in other social settings becomes 

disturbingly common in the gaming world. 

A significant factor contributing to cyberbullying in online games is 

anonymity. Players can create multiple accounts, use avatars, and 

communicate without revealing their real identities. As Willard (2007) 

explains, this anonymity often emboldens individuals to engage in behaviors 

they would not attempt in face-to-face interactions. The lack of real-world 

consequences allows verbal aggression and harassment to escalate rapidly, 

especially when fueled by frustration, competition, or the desire to dominate 

others in the game. 

Cyberbullying in gaming environments often takes on specific forms 

that are unique to this context. A study by Smith et al. (2018) identifies 

several common types, including: 

Griefing: Intentionally disrupting or sabotaging another player’s 

gameplay experience, such as blocking progress, friendly fire, or repeated 

trolling. 

Smurfing: When experienced players create new accounts to 

dominate and mock less experienced opponents, often accompanied by 

verbal taunts or public humiliation. 

Verbal Abuse: Using voice or text chat to insult, threaten, or demean 

other players, sometimes targeting individuals based on gender, race, or 

nationality. 

Exclusion: Intentionally leaving certain players out of groups or 

activities, either through in-game mechanics or social manipulation, leading 

to feelings of rejection and isolation. 

In some cases, this bullying goes beyond the virtual world. 

Screenshots and videos of in-game interactions are shared on social media to 
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publicly shame or ridicule players, extending the harm and making it more 

permanent and far-reaching. Furthermore, female players and younger users 

are often disproportionately targeted, facing not only general harassment but 

also gender-based abuse and inappropriate comments. 

The psychological effects of such cyberbullying in online games can be 

severe. Victims often report increased stress, reduced self-confidence, 

withdrawal from gaming communities, and even mental health issues like 

anxiety or depression. For adolescents in particular, who may see gaming as 

a key part of their social identity, this kind of bullying can be especially 

damaging. 

Given the widespread popularity of games like PUBG and Mobile 

Legends, it is crucial for developers, platforms, and communities to take 

responsibility. Implementing stricter reporting mechanisms, real-time 

moderation, and educational initiatives can help reduce toxic behavior. 

Additionally, parents and educators must play a role in promoting 

responsible gaming and encouraging open dialogue about online experiences. 

3. Psychological and Social Impact of Cyberbullying 

Cyberbullying has profound and far-reaching psychological and social 

consequences, particularly among vulnerable groups such as children, 

teenagers, and young adults. Unlike traditional forms of bullying, which may 

be limited to specific settings like schools or neighborhoods, cyberbullying 

can occur at any time and in any place, invading the victim’s sense of safety 

even within their own home. This persistent nature of online harassment 

often magnifies its emotional toll, making it harder for victims to escape or 

recover from the abuse. 

Numerous studies have established a strong correlation between 

cyberbullying and various mental health issues. Victims frequently report 

experiencing heightened levels of stress, anxiety, and depression, which 

may persist long after the bullying has stopped (Patchin & Hinduja, 2010). 

One of the most alarming outcomes linked to prolonged exposure to 
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cyberbullying is suicidal ideation. Cases have been documented globally 

where continuous online harassment contributed to victims feeling hopeless 

and isolated, ultimately leading to tragic outcomes. 

In addition to mental health concerns, cyberbullying significantly 

affects a person's self-esteem and self-worth. The fear of being humiliated 

in front of peers, often on public platforms where posts or comments can go 

viral, leads many victims to withdraw socially. According to Tokunaga (2010), 

this social withdrawal is not just limited to the digital world but extends to 

real-life relationships, causing victims to become isolated, distrustful, and 

emotionally distant. This sense of alienation can further aggravate feelings of 

loneliness and depression, creating a vicious cycle that is difficult to break. 

The impact of cyberbullying is also evident in the academic sphere. 

Victims may find it difficult to concentrate in school, complete assignments, 

or participate in class due to emotional distress and mental fatigue. Slonje et 

al. (2013) emphasize that academic performance and cognitive 

development often suffer, as students subjected to cyberbullying report 

decreased motivation, reduced attendance, and lower academic achievement. 

In extreme cases, some students may drop out entirely to escape the toxic 

environment. 

Furthermore, the psychological effects of cyberbullying are not limited 

to the victims alone. Bystanders who witness cyberbullying may also 

experience emotional distress, particularly if they feel powerless to 

intervene or fear becoming targets themselves. Perpetrators, too, may suffer 

long-term consequences such as increased aggression, lack of empathy, and 

even legal repercussions if their actions cross into criminal territory. 

The social implications of cyberbullying extend to the larger 

community as well. A culture that tolerates or minimizes online harassment 

fosters division, fear, and a lack of trust among its members. This can weaken 

the fabric of social relationships and hinder healthy communication in 

schools, online communities, and peer groups. 
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Given these severe psychological and social consequences, it is 

essential for parents, educators, mental health professionals, and 

policymakers to work together to create effective prevention and 

intervention strategies. Early detection, open communication, access to 

counseling, and digital literacy education are critical tools in addressing and 

mitigating the impact of cyberbullying. 

4. Parental Awareness and Interventions 

Parental involvement is a cornerstone in the effort to prevent, detect, 

and address cyberbullying. Given the increasing amount of time children and 

adolescents spend online—whether for entertainment, education, or social 

interaction—parents play a vital role in creating a safe digital environment. 

However, despite their good intentions, many parents are not fully aware of 

the scope or severity of the online harassment their children may experience. 

A study by Mesch (2009) highlights a significant gap between parental 

perception and reality. While a majority of parents actively monitor their 

children's use of social media platforms such as Facebook or Instagram, far 

fewer recognize the potential dangers lurking in online gaming 

environments. These platforms often involve real-time communication with 

strangers, and their competitive nature can fuel toxic interactions. As a result, 

children may be exposed to cyberbullying through games like PUBG, Mobile 

Legends, and other multiplayer titles, without their parents even realizing it. 

Effective intervention strategies begin with open and honest 

communication between parents and children. Creating a home environment 

where children feel safe discussing their online experiences—both positive 

and negative—is essential. When children are afraid of being punished, 

restricted, or misunderstood, they are less likely to report incidents of 

cyberbullying. Therefore, encouraging trust and maintaining an ongoing 

dialogue about internet use is critical. 

In addition to communication, technological tools can support 

parental oversight. Many platforms and devices offer parental controls, 
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content filters, and usage monitoring tools that allow parents to supervise 

their child's online behavior. These tools can be used to set time limits, block 

harmful content, and monitor communications. However, their effectiveness 

largely depends on the parents' familiarity with technology. 

Unfortunately, digital literacy remains a challenge for many parents. 

According to Livingstone and Helsper (2007), a considerable number of 

parents lack the necessary digital skills to navigate the platforms their 

children use. This lack of understanding prevents them from identifying 

warning signs or knowing how to respond appropriately when cyberbullying 

occurs. As a result, some parents either underreact, dismissing the issue as a 

normal part of growing up, or overreact, removing their child's online 

privileges altogether—actions that may alienate the child and discourage 

future disclosures. 

Moreover, cultural and generational differences can affect how 

parents perceive cyberbullying. In some cases, parents may minimize online 

abuse because it does not involve physical harm, failing to recognize its 

psychological impact. Therefore, increasing parental awareness must be part 

of a broader strategy that includes community education, school 

workshops, and public awareness campaigns. 

Schools can play a critical role by involving parents in anti-bullying 

programs and offering resources that explain the nature of cyberbullying, its 

signs, and the proper steps to take. Furthermore, collaboration between 

parents, educators, and mental health professionals can ensure a 

comprehensive approach that not only addresses incidents of bullying but 

also supports the emotional well-being of affected children. 

In conclusion, empowering parents through education, resources, 

and support systems is essential in the fight against cyberbullying. With the 

right knowledge and tools, parents can become active defenders of their 

children's online safety and play a proactive role in cultivating responsible 

digital citizenship. 
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5. Regional Differences in Cyberbullying 

Cyberbullying is a global phenomenon, but its prevalence, forms, and 

social responses vary significantly across different cultural and regional 

contexts. These differences are influenced by a variety of factors, including 

internet penetration rates, digital literacy levels, cultural attitudes 

toward authority and communication, and the availability of legal and 

institutional support systems. 

Research indicates that cyberbullying tends to be more widespread in 

countries with higher levels of internet access and widespread use of digital 

technologies, especially among youth populations. According to Huang and 

Chou (2010), countries with deeply rooted online gaming cultures and 

extensive social media usage—such as South Korea, Japan, and the United 

States—experience higher rates of cyberbullying. The nature of cyberbullying 

in these regions often involves direct messaging, social exclusion, and online 

harassment within games or on popular platforms like Discord, Facebook, or 

Twitter. 

However, cultural values heavily influence both how cyberbullying 

manifests and how it is addressed. In more collectivist societies, such as 

many Asian and Middle Eastern countries, victims may be less likely to report 

cyberbullying due to social stigma, fear of shame, or concerns about 

dishonoring their families. In contrast, individualistic societies like those in 

North America and parts of Europe may encourage more open dialogue and 

support systems that empower victims to speak out and seek help. 

For instance, countries such as the United States, Canada, and the 

United Kingdom have implemented comprehensive digital literacy 

programs, anti-cyberbullying laws, and school-based intervention strategies. 

These include awareness campaigns, anonymous reporting tools, and 

educational materials designed to teach students about respectful online 

behavior and the consequences of harassment. Additionally, support services 

such as counseling and helplines are more readily available and accessible. 
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Conversely, countries like Indonesia and Iraq face greater challenges 

in addressing cyberbullying. While internet access is growing rapidly in both 

nations, particularly among younger generations, institutional and 

governmental responses have not kept pace with the digital shift. In 

Indonesia, for example, awareness about cyberbullying remains relatively 

low in rural and suburban areas. Many schools do not offer structured digital 

safety education, and parents may not fully understand the threats posed by 

online harassment. Similarly, in Iraq, limited infrastructure, ongoing political 

challenges, and a lack of dedicated support services contribute to the 

underreporting and mishandling of cyberbullying cases. 

In both countries, cultural taboos can further inhibit open discussion 

about emotional struggles, mental health, or online abuse. Victims may fear 

being blamed or misunderstood, leading to silence and internalization of 

trauma. Without clear protocols or supportive environments, cyberbullying 

continues to have unaddressed psychological consequences in these regions. 

Moreover, the legal frameworks surrounding cyberbullying differ 

greatly by country. While some nations have specific laws that define and 

criminalize online harassment, others rely on outdated regulations that fail to 

adequately address the complexities of digital abuse. This legal gap makes it 

difficult to prosecute offenders or protect victims, especially when bullying 

occurs across international platforms and jurisdictions. 

These regional disparities highlight the need for global cooperation 

and localized intervention strategies. While international organizations 

can provide guidance and resources, effective solutions must be tailored to fit 

the cultural, legal, and technological landscapes of each country. Efforts 

should focus not only on punishing cyberbullying but also on preventing it 

through education, community engagement, and awareness-building, 

especially in countries that are still developing their digital infrastructure. 
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6. Existing Solutions and Gaps in Research 

In response to the growing concerns surrounding cyberbullying, many 

digital platforms and gaming companies have introduced technical and 

community-based interventions aimed at reducing harmful behavior. 

Common solutions include reporting systems, automated moderation 

tools using artificial intelligence (AI), and the implementation of 

community guidelines that define acceptable behavior and establish 

consequences for violations. 

Popular online games such as PUBG and Mobile Legends have 

integrated in-game reporting features that allow players to flag toxic 

behavior, such as verbal abuse, cheating, or harassment. These tools are 

designed to identify offenders and impose penalties, including temporary 

suspensions or permanent bans. Similarly, social media platforms like 

Instagram, TikTok, and Discord have adopted AI-powered moderation 

systems to detect hate speech and abusive language in real time. 

However, despite the existence of these measures, numerous studies 

and user reports suggest that these tools are often perceived as 

inadequate. According to Cross et al. (2015), victims frequently express 

dissatisfaction with the speed, transparency, and consistency of 

moderation and enforcement. Delays in response, lack of follow-up 

communication, and limited feedback on reported cases contribute to a sense 

of frustration and helplessness among affected users. In many cases, harmful 

content remains online for extended periods, continuing to inflict 

psychological harm even after being flagged. 

Furthermore, the effectiveness of these systems varies widely 

depending on the platform, region, and the resources allocated to 

content moderation. For instance, larger companies may have dedicated 

moderation teams and sophisticated algorithms, while smaller or region-

specific platforms may rely heavily on community volunteers or reactive 

measures. This inconsistency often leads to underreporting, especially in 

regions where users lack confidence in the system or fear retaliation. 
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A significant barrier to effective prevention and enforcement is the 

absence of comprehensive legal frameworks in many parts of the world. 

While some countries have enacted specific cyberbullying legislation—

criminalizing online harassment and granting law enforcement the authority 

to act—others still rely on outdated or vague legal provisions that are ill-

suited for addressing digital abuse. This legal vacuum not only emboldens 

perpetrators but also leaves victims without clear avenues for justice. 

In terms of prevention, scholars and educators have emphasized the 

role of digital ethics education, which includes teaching young people about 

responsible online behavior, empathy, and the consequences of cyberbullying. 

Integrating these topics into school curricula has shown promise, particularly 

when combined with open dialogue and real-life case studies. Nevertheless, 

the implementation of such programs is uneven across regions and 

educational institutions. 

Despite these ongoing efforts, there remain substantial gaps in the 

academic literature and practical solutions. For example, more research is 

needed to evaluate the long-term impact of current moderation systems, 

particularly in gaming environments where interactions are fast-paced and 

community-driven. Few studies have explored how peer interventions, 

community mentorship, or positive reinforcement models might shape 

online behavior more effectively than punitive measures alone. 

Additionally, there is a lack of in-depth data regarding how 

cyberbullying manifests differently across age groups, genders, and 

cultural backgrounds, especially in developing nations where academic 

research on the topic is still emerging. Understanding these nuances is crucial 

for designing targeted interventions that resonate with specific user 

communities. 

In conclusion, while progress has been made in developing tools and 

policies to combat cyberbullying, there is still a pressing need for 

multidisciplinary, cross-cultural research and innovation. Solutions must 
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be adaptable, inclusive, and informed by real user experiences. Collaborative 

efforts among policymakers, educators, tech companies, and researchers will 

be essential to closing these gaps and fostering safer digital environments for 

all users. 

7. Victims' Response to Cyberbullying 

The way victims respond to cyberbullying is deeply influenced by a 

combination of psychological, emotional, and social factors. Despite the 

growing awareness of the dangers of online harassment, many victims—

particularly children and adolescents—choose not to report their 

experiences. Understanding the reasons behind this silence is crucial for 

developing effective support systems and intervention strategies. 

One key psychological factor is “learned helplessness,” a concept 

introduced by psychologists Martin Seligman and Steven Maier in the late 

1960s. This theory suggests that individuals who experience repeated 

negative events, which they feel powerless to change, eventually become 

passive and stop trying to improve their situation—even when change 

becomes possible. In the context of cyberbullying, victims may come to 

believe that nothing they do will stop the harassment, especially if previous 

attempts to seek help were ignored, minimized, or led to negative 

consequences. 

Victims often internalize the abuse, experiencing emotions such as 

shame, embarrassment, guilt, and fear. These feelings are particularly 

common among young people, who may worry that reporting bullying will 

make them appear weak, overly sensitive, or socially vulnerable. This fear is 

compounded by peer pressure and the desire to maintain a certain image 

within their social group. In many school cultures, for example, victims fear 

being labeled a “snitch” or becoming further ostracized by their peers. In 

digital spaces—where social validation through likes, followers, or in-game 

rankings plays a significant role—such labels can be devastating. 
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Moreover, the anonymity of the internet creates additional layers of 

complexity. Victims may not always know who is bullying them, especially in 

games or chat platforms that allow for hidden identities. This uncertainty 

fuels paranoia and helplessness, making it harder to confront the situation or 

even explain it to adults or authority figures. As a result, many victims resort 

to avoiding the platform, muting conversations, or blocking the harasser, 

rather than reporting the incident—steps that offer only temporary relief and 

do not address the root problem. 

Attempts to cope in isolation, such as ignoring the abuse or trying to 

appease the bully, often prove ineffective. Research by Hinduja and Patchin 

(2010) shows that passive strategies tend to embolden bullies, who interpret 

the victim's silence as submission or weakness. In turn, this leads to the 

escalation of bullying behavior, further entrenching the victim in a cycle of 

psychological harm. Over time, this unaddressed trauma may result in 

serious mental health consequences, including anxiety, depression, 

insomnia, social withdrawal, academic decline, and in extreme cases, 

suicidal ideation. 

These emotional barriers to reporting highlight the urgent need for 

supportive environments that prioritize victim empowerment. Educational 

institutions, parents, and online communities must work together to 

dismantle the stigma surrounding vulnerability and provide safe, 

anonymous reporting systems. Additionally, mental health support, such 

as school counseling and peer-support networks, can offer victims a space to 

express their experiences without fear of judgment or retaliation. 

Equally important is educating youth that seeking help is not a sign 

of weakness, but rather an act of strength and self-preservation. Campaigns 

that promote emotional resilience, peer empathy, and positive digital 

behavior can help shift the narrative from silence to support. When victims 

understand that they are not alone and that effective resources are available, 

they are more likely to take action that protects both themselves and others. 
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Conclusion : 

The phenomenon of cyberbullying, particularly within the realm of 

online gaming, continues to pose significant challenges for young users, 

educators, parents, and digital platforms alike. Existing literature has 

extensively documented the psychological, social, and educational 

impacts of cyberbullying, shedding light on how it affects victims’ mental 

well-being, self-esteem, and academic performance. This thesis builds upon 

those findings by focusing specifically on competitive multiplayer games 

such as PUBG and Mobile Legends, which have become fertile ground for 

toxic behavior due to their competitive nature, anonymity, and high user 

engagement. 

The study has highlighted several critical issues: the unique forms of 

harassment that occur in gaming environments (such as griefing, smurfing, 

and verbal abuse), the psychological barriers that prevent victims from 

reporting abuse, and the limitations of current intervention systems. 

Although many platforms have introduced reporting tools and moderation 

policies, the findings suggest that these mechanisms are often perceived as 

ineffective, slow, or disconnected from the needs of real users—particularly 

in regions where digital literacy and legal protections remain 

underdeveloped. 

Moreover, this thesis draws attention to the regional and cultural 

differences in cyberbullying awareness and response strategies. In countries 

such as Indonesia and Iraq, where internet usage is rapidly increasing among 

youth, the absence of comprehensive digital safety programs and 

parental involvement creates a gap in prevention and response. This points 

to the urgent need for localized interventions, greater public education on 

cyber safety, and more robust cross-cultural research that can inform global 

strategies. 

Incorporating Islamic perspectives, such as Qur’anic teachings and 

Hadiths, adds an ethical and spiritual dimension to the discourse. Verses 
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such as "O you who have believed, let not a people ridicule [another] people..." 

(Surah Al-Hujurat: 11) and the Prophet Muhammad’s teaching that "A Muslim 

is the one from whose tongue and hand other Muslims are safe" (Sahih al-

Bukhari, Hadith No. 10) underscore the importance of respect, kindness, and 

personal accountability in both physical and digital interactions. 

In conclusion, while valuable efforts have been made to combat 

cyberbullying, more research is needed to tailor interventions to specific 

platforms, age groups, and cultural contexts. This study contributes to 

that ongoing conversation by exploring how cyberbullying manifests in 

popular online games and offering insights into how educational, 

technological, and religious frameworks can work together to foster safer 

and more respectful digital environments for young players 

 
E. Research Objectives and Significance 

This study aims to explore the prevalence, nature, and effects of 

cyberbullying in online gaming, particularly in PUBG and Mobile Legends, 

focusing on young gamers. The specific objectives are: 

1. To analyze the forms of cyberbullying commonly experienced by players 

in online games, including insults, threats, exclusion, and doxxing. 

2. To examine the psychological and emotional impact of cyberbullying on 

children and adolescents, including effects on self-esteem, mental health, 

and gaming behavior. 

3. To assess parental awareness and involvement in monitoring their 

children’s gaming experiences and addressing cyberbullying incidents. 

4. To evaluate the effectiveness of existing anti-cyberbullying measures in 

online games and explore potential solutions for creating a safer gaming 

environment. 

 
F. Significance of the Study 

This research is significant because cyberbullying in online gaming is 

an increasing concern, yet remains understudied, particularly in regions like 

Iraq and Indonesia. By addressing this issue, the study contributes to: 
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1. Raising Awareness – Providing insights into how cyberbullying affects 

young gamers, their mental health, and their overall gaming experience. 

2. Parental Guidance – Helping parents understand the risks their children 

face and suggesting effective strategies for supervision and intervention. 

3. Game Developer Policies – Offering recommendations to gaming 

companies on improving anti-bullying mechanisms, such as stricter 

moderation and better reporting systems. 

4. Educational and Policy Development – Supporting schools and 

policymakers in integrating digital literacy and cyberbullying prevention 

programs. 

5. Cross-Cultural Understanding – Comparing cyberbullying trends across 

different countries to highlight how regional factors influence online 

harassment. 

6. Future Research Reference – Serving as a valuable resource for future 

studies on cyberbullying in digital spaces, particularly in online gaming. 

This research will provide foundational data, insights, and methodological 

guidance for scholars, policymakers, and game developers seeking to 

explore this issue further. 
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CHAPTER II 

REVIEW OF LITERATURE 

A. Islamic Perspective on Bullying: Analysis of Surah Al-Hujurat 49:11 

In Surah Al-Hujurat (49:11),  ALLAH gives three clear commands 

that are directly related to the prevention of mockery, name-calling, and 

making fun of others, which are common forms of bullying and humiliation. 

The verse is a strong guidance on respecting others and maintaining social 

harmony. 

Here are the three commands from Surah Al-Hujurat, Ayah 11: 

1. Do not mock or ridicule others 

Arabic: 

  

  

 

Translation: 
"O you who have believed, let not a people ridicule [another] people; 
perhaps they may be better than them..." 
 

Meaning: Never make fun of others, because they may be better than 
you in the sight of Allah. 

 

2. Do not insult or defame one another 

Arabic: 

 

 

  

Translation: 
"...nor insult one another..." 
 
Meaning: Don’t use hurtful words or gestures. Insulting others harms 
their dignity and creates hate. 

3. Do not call others by offensive nicknames 
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Arabic: 

 

 

   

Translation: 
"...and do not call each other by [offensive] nicknames..." 
Meaning: Avoid using mocking or mean names. Even if it seems like a 
joke, it can deeply hurt someone. 

 
B. Consult Focus 1: Theoretical Background 

In the digital age, communication through chat applications has 

become a central part of everyday life. Many systems, such as WhatsApp, 

Messenger, and Discord, rely on real-time messaging technologies like 

WebSocket or Firebase to deliver seamless experiences. However, as the 

number of users increases, so do the challenges in moderating content and 

handling user reports. 

One of the most common features in chat applications is a chat filter 

designed to block offensive language. While these filters once provided basic 

protection, many are now outdated and easily bypassed with intentional 

misspellings, character substitutions, or the use of coded language. This 

significantly reduces their effectiveness in maintaining a safe communication 

environment. In addition to weak filtering systems, most reporting 

mechanisms on popular platforms suffer from a lack of efficiency and 

accountability. The process of filing a report is often lengthy and 

inconvenient, requiring users to select categories, explain the issue, and 

submit screenshots or descriptions. After submission, the report is typically 

processed by automated systems without any human oversight or contextual 

understanding. 

This overreliance on automation results in delayed responses and 

ineffective outcomes. In many cases, no action is taken unless the report 

matches specific keywords or triggers within the system. Even when action is 
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taken, users are rarely informed of the outcome, which reduces trust in the 

system and discourages future reporting. The absence of human judgment in 

evaluating cases means that serious issues can be overlooked, while minor or 

accidental violations may be flagged unnecessarily. This lack of personalized 

moderation contributes to the growth of toxic behavior and harmful 

communicaticially in onlon, espeine communities with younger users who
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are more susceptible to bullying, harassment, or exposure to inappropriate 

content. 

To address this gap, this project aims to develop a chat application 

equipped with an improved chat filtering mechanism and a more responsive 

reporting and moderation system. The app will include admin-level access to 

review flagged messages and take necessary actions, ensuring a safer and 

more controlled chat environment. 

 

C. Consult Focus 2: Review of Related Systems 

Several existing platforms, such as Telegram, Discord, and in-game 

chats like PUBG or Mobile Legends, include reporting systems and profanity 

filters. However, these systems often rely on static word lists that fail to 

detect evolving offensive language. Moreover, the reporting feature is usually 

limited to submitting a report without giving feedback or ensuring any action 

is taken, which discourages users from using it. 

Some platforms like Discord allow for moderation bots, but these 

require manual setup and maintenance, and are not always user-friendly for 

less technical users. Others, like in-game chat systems, offer minimal or no 

administrative control, leaving communities exposed to bullying, harassment, 

or inappropriate content. 

This project’s chat application seeks to overcome these limitations by 

combining real-time message handling with modern filtering techniques and 

a structured reporting system. Admins will have the ability to manage 

reported messages, issue warnings, or suspend users when needed. By 

focusing on these key issues—outdated chat filters and ineffective 

reporting—this system aims to create a more secure and user-friendly chat 

environment. 
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D. Conceptual Framework 

About My Chat App : 

Our chat application provides a simple and smooth experience for 

users. When a user opens the app, they are first greeted with a login screen. 

They must enter their username and password to access the chat features. 

This ensures that each user has a secure and personalized experience. 

After logging in, the user is taken to a room selection page. Here, they 

can choose a chat room based on their preferred language: 

1. Arabic Room 

2. English Room 

3. Indonesian Room 

Once the user selects a room, they are immediately connected with 

others who chose the same language. Inside the room, users can send and 

receive messages in real time. The chat interface is designed to be clean, 

responsive, and easy to use, encouraging smooth conversation between all 

participants. 

With just a few simple steps — login, choose a room, and start 

chatting — users can easily connect with people who speak their preferred 

language. 

User Data Storage in MongoDB: 

When a user registers or logs into the chat app, their username and 

password need to be safely stored. We use MongoDB as our database to 

handle this information securely. 

During registration: 

The user enters a username and a password. 

Before saving the password to MongoDB, it is encrypted (using a 

method like bcrypt hashing) to ensure security. This means that the real 

password is never stored directly in the database. 
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The app then creates a user document that looks like this: 

} 

  "username": "ATSA", 

  "Room": "English, Arabic, Indonesian" 

{ 

  
 
 
 
 
 
 
 
 

2.1 
This document is saved into the Users collection in MongoDB. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     2.2 
 

During login: 
 
The app checks if the username exists in the database. 
It then compares the password the user entered (after hashing it) with the 
hashed password stored in MongoDB. 
If they match, the user is successfully logged in. 
This system ensures that even if the database is accessed by someone  
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unauthorized, they cannot see the users' real passwords 
 
 
The following flowchart provides a visual overview of the user journey, 
starting from accessing the website, logging in or registering, and entering a 
language-specific chat room 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.3 
 

Offensive Word Filter System : 

To combat the spread of offensive language and cyberbullying in online 

interactions—especially among children in games like PUBG and Mobile 

Legends—we developed an Offensive Word Filter System for our chat 

application. This system utilizes regular expression (regex) matching 

algorithms to automatically detect and sanitize harmful messages in real time. 

How It Works: 
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1. Message Monitoring: 

When a user sends a message, it is first intercepted by the backend 

server before being delivered to the chat room. 

2. Regex Pattern Matching: 

The backend system compares the message content against a predefined 

list of offensive words or phrases, which are compiled into regular 

expression patterns. These patterns can account for different spellings, 

spacing, or character tricks (e.g., “st*pid”, “i.d.i.o.t”). 

3. Filtering Process: 

If the message matches any of the regex patterns, the detected  offensive 

word is automatically replaced with asterisks (e.g., "")** or a  safe 

placeholder. 

For example: 

Original: "You are stupid." 

Filtered: *"You are ********." 

4. Message Delivery: 

The sanitized message is then broadcast to the chat room, ensuring that 

other users are protected from abusive content. 

 

Benefits of Using Regular Expressions: 

1. Flexibility: Regex allows detection of variations and creative 

misspellings of offensive words. 

2. Scalability: New patterns can be added easily as new slang or harmful 

terms emerge. 

3. Real-time Filtering: The system works instantly, minimizing emotional 

harm and reducing the need for manual moderation. 

 

Conclusion: 

The use of regular expression-based matching in our filtering system is a 

practical and effective way to reduce cyberbullying in digital chat 

environments. This approach empowers platforms to protect young users 
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proactively, align with Islamic values (as outlined in Surah Al-Hujurat 49:11), 

and promote safer online communities. 

 
Up-to-date Offensive Words Dataset : 

The app uses an up-to-date dataset of offensive words stored in the backend. 

The list is regularly updated by syncing with a public dataset or by manually 

adding new words to MongoDB. 

This helps the filter stay effective even when users try to use new slang or 

hidden bad words. 

 
Reporting System for Undetected Words : 

If a user sees a message that contains an offensive word that was not filtered, 

they can report the message directly from the chat. 

The reported message, along with the user’s information (like username and 

message ID), is saved into a special "Reports" collection in MongoDB 

Compass. 

 
Admin Actions : 

Admins can view all reported messages inside MongoDB Compass. 

If a user is clearly breaking the rules, the admin can manually delete the 

user’s account from the Users collection. 

Admins can also update the offensive words list by adding new words, 

improving the automatic filter for future chats. 
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CHAPTER III 

REASERCH METHODOLGY 

 

A. Data Collection Approach 

This research utilized a survey-based approach to collect data on 

cyberbullying in online gaming, specifically focusing on Mobile Legends and 

PUBG. The primary goal of the survey was to understand the extent, nature, 

and impact of cyberbullying among young gamers aged 10 to 18 years, as 

well as to assess the level of parental awareness regarding this issue. The 

survey was distributed to both gamers and their parents or guardians, 

allowing for a comprehensive understanding of how cyberbullying affects 

both the players and their families. 

 
B. Target Countries and Justification 

The data collection focused on four main regions—Iraq, Indonesia, the 

United States, and Europe. These locations were selected based on the 

widespread popularity of PUBG and Mobile Legends, as well as their diverse 

gaming communities. 

1. Iraq: The primary focus was on PUBG players, as the game is immensely 

popular among Iraqi youth. Due to its battle royale format, in-game 

interactions are often competitive, making it an ideal setting to study 

cyberbullying incidents such as verbal abuse, threats, and sabotage. 

2. Indonesia: The research centered on Mobile Legends players, 

considering its dominance in the Indonesian gaming landscape. This 

provided key insights into cyberbullying dynamics within MOBA 

(Multiplayer Online Battle Arena) games, where team-based interactions 

can lead to toxic behaviors. 

3. United States: A portion of the data was gathered from US players to 

incorporate a global perspective. The cultural and religious diversity in 

the United States adds another layer to the study, allowing an 

examination of how cyberbullying manifests in varied social contexts. 
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4. Europe: To further validate the global relevance of cyberbullying in 

gaming, a smaller dataset was collected from players across different 

European countries. This helped confirm that online game-related 

cyberbullying is not confined to specific geographic regions. 

 
C. Survey Design 

To ensure a structured yet comprehensive approach, two versions of 

the survey were developed: 

1. Survey for Young Gamers (8-18 years old) 

This version was designed to collect first-hand accounts from young 

players regarding their cyberbullying experiences in PUBG and Mobile 

Legends. Key focus areas included: 

Types of cyberbullying encountered (insults, threats, sabotage, 

exclusion, doxing, etc.). 

Frequency of cyberbullying incidents (daily, weekly, or occasional). 

Psychological and behavioral impacts (anger, frustration, anxiety, 

withdrawal from gaming, etc.). 

Response to cyberbullying: Did they report the incidents? If so, how 

effective was the in-game reporting system? 

Recommendations for improvement in anti-cyberbullying measures 

within these games. 

 
2. Survey for Parents/Guardians 

This version aimed to evaluate parental awareness and their 

perspectives on cyberbullying. It included: 

Knowledge of their child’s cyberbullying experiences. 

Observations of behavioral/emotional changes linked to gaming. 

Parental monitoring practices regarding online gaming interactions. 

Opinions on potential solutions—including the role of parents, game 

developers, and educational institutions in tackling cyberbullying. 
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D. Data Collection Process 

To maximize the reach and ensure diverse participation, the survey 

was distributed through various online and offline channels: 

Online Data Collection Methods: 

1. Gaming Communities & Discord Servers: Surveys were shared in PUBG 

and Mobile Legends-related Discord servers, where players actively 

discuss game strategies and experiences. 

2. Facebook Groups & Telegram Communities: As social media platforms 

play a significant role in gaming culture, targeted groups were used to 

distribute surveys. 

3. Parenting Groups & Forums: This method ensured that parents/ 

guardians were also included in the study, helping assess their awareness 

and concerns. 

Offline Data Collection Methods: 

1. Interviews: Conducted in an informal, conversational manner, allowing 

participants to share their experiences openly. 

2. Face-to-Face Surveys: Structured questionnaires were used to collect data 

from gaming arcades, esports events, and schools. 

3. Direct Observation: Researchers observed real-time in-game behavior to 

identify patterns of cyberbullying, noting verbal exchanges and 

interactions that signaled toxic behavior. 

 
E. Data Analysis 

Once the data was collected, it was systematically analyzed to identify: 

1. Patterns and trends in cyberbullying behavior. 

2. Differences across gaming communities and geographic regions. 

3. Similarities in cyberbullying experiences between different gaming 

genres (Battle Royale vs. MOBA). 

4. Parental perspectives on online gaming safety. 

This multi-method data collection strategy provided a holistic 

understanding of cyberbullying in online games, ensuring that findings were 

both regionally relevant and globally applicable. 
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CHAPTER  IV 

RESULTS AND DISCUSSION 

 
This chapter presents and discusses the findings related to 

cyberbullying among adolescents, based on current statistical data. The 

results reveal a concerning increase in both the number of young people 

engaging in cyberbullying and those being targeted by it. Several charts are 

included to illustrate these trends clearly, highlighting differences by gender, 

age group, and platform. The data not only shows that over 50% of children 

have been cyberbullied, but also emphasizes specific vulnerabilities—such as 

the high percentage of girls receiving unwanted sexual content, and the 

elevated suicide risk among Black middle-school victims. These results 

provide a clear picture of the growing severity and impact of cyberbullying in 

today’s digital world. In the following sections, each chart will be explained 

and discussed in detail. 

 
A. Results 

This will presents the findings gathered from the questionnaires 

distributed to both parents and children regarding cyberbullying in online 

games. The data collected reflects the level of awareness among parents, the 

experiences of children in gaming environments, and the extent to which 

safety measures are practiced or trusted. Through a combination of 

quantitative responses and frequency-based analysis, this chapter highlights 

key patterns related to exposure to bullying, reporting behavior, and 

communication between parents and children about online safety. 
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4.1(Cyberbullying Trends Over Time‘Eroup’) 

 
Left chart shows the percentage of boys and girls who admitted to 

cyberbullying others. Both increased since 2018—especially boys. Right 

chart shows how many boys and girls were cyberbullied. The numbers also 

went up, and boys and girls are now almost equal. 

 

4.2 (Cyberbullying Impact Statistics ‘USA’) 

46.7 
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1. Chart 1 – Over 50% of Children Targeted by Cyberbullies More than half 

of all kids have had someone be mean to them online. That means if 

you’re in a room with 10 kids, at least 5 of them have been cyberbullied. 

2. Chart 2 – Teens Cyberbullied in the Last 30 Days In just one month, about 

1 in 4 American teens got bullied online. That’s a big number for such a 

short time.  

3. Chart 3 – Girls Getting Unwanted Sexual Content A very serious problem: 

73% of girls and young women say they’ve received messages or pictures 

they didn’t want. That’s almost 3 out of every 4 girls.  

4. Chart 4 – Cyberbullying by Gender (Ages 13–17) Girls aged 13–17 are 

cyberbullied more often than boys. About 29 out of 100 girls and 24 out 

of 100 boys said it happened to them last month. 

 

 

4.3 (Bullying Reduction ‘Indonesia’) 
 

Indonesia data In the pilot schools in South Sulawesi, bullying perpetration 

decreased by 29% and victimization by 20%. The pilot study in Central Java 

showed slightly different but interesting results.7 Students who were bullied 

in the previous one month in Makassar and Gowa, South Sulawesi 
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4.4 

 

All respondents (100%) reported that they play online games that include 

chat features, highlighting the widespread exposure of children to interactive 

online environments where communication with other players is possible. 

 

4.5 

 

When asked whether they tell someone—such as a parent or teacher—after 

experiencing cyberbullying, 67.9% of children responded “no,” indicating 

that they keep it to themselves, while only 32.1% said “yes.” 
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4.6 

 

Here’s a sentence for that:A significant majority of the children (78.6%) 

reported experiencing bullying or mean comments from others while playing 

online games, indicating that negative interactions are a common part of 

their online gaming experience. 

 

 

4.7 

 

When asked if they report bullying to the game’s support or moderators, 

42.9% of the children said they do not report such incidents, suggesting a 

gap between experiencing online bullying and taking action to address it. 
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4.8 

 

The majority of parents (73.1%) believe that their child is at risk of being 

cyberbullied while playing online games, reflecting a high level of concern 

about the potential dangers present in online gaming environments. 

 

4.9 

When asked if they have discussed online safety and cyberbullying with their 

child, 30.85% of parents responded “no,” indicating that nearly one-third 

have not yet addressed this important topic with their children. 
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4.10 
 

According to the results, 42.3% of parents reported that their child has 

experienced or reported cyberbullying in online games, while the remaining 

57.7% stated that their child has not encountered such incidents. 

 

Among the 30 families interviewed, none of the parents expressed trust in 

the game system as a means of ensuring their child’s safety while playing 

online games. This reflects a widespread lack of confidence in the protective 

measures or moderation tools provided by gaming platforms. Additionally, 

when children were asked how often bullying occurs in online games on a 

scale from 1 (never) to 5 (very often), the majority selected level 4, indicating 

that bullying is perceived as a frequent and persistent issue in their online 

gaming experience. 
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4.11 

 

Collection of 2,051 Offensive Words Used in Online Games : 

This figure presents a dataset of offensive words collected from 

interactions in online games such as PUBG and Mobile Legends. These words 

were gathered during the research to analyze the nature and frequency of 

cyberbullying language used by players, particularly targeting younger users. 

 
4.12 

 

Offensive Word Typed Before Sending the Message : 

In this figure, one of the offensive words from the collected dataset is typed 

into the chat input field. This simulates a real-life scenario in which a player 

attempts to use abusive language during an online  game session. 
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4.13 

 

Offensive Word Automatically Filtered After Sending : 

This figure shows the same message after it has been sent. The 

offensive word is automatically censored and replaced with asterisks (), 

demonstrating the effectiveness of the word filter system in moderating in-

game communication and reducing exposure to harmful language for 

younger users. 

 

4.14 

Offensive Word Variator tool : 

In support of the offensive content detection component of this 

research, I developed a tool that automatically generates variations of 

offensive words. The tool is designed to enhance the accuracy and coverage 
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of filtering mechanisms by producing multiple altered forms of each word in 

the list. 

The system applies a set of transformation rules to the input words, 

accounting for common patterns in how users attempt to disguise offensive 

terms. These patterns include character substitutions, casing variations, 

intentional misspellings, and other text obfuscation techniques. 

By automating the generation of these variations, the tool reduces the 

need for manual input and improves the detection of offensive language 

across different writing styles. The expanded list of word variants produced 

by the tool is used in the filtering process, increasing the effectiveness and 

reliability of offensive content identification in various contexts. 

 
B. Discussion  

This part is aimed to explore the problem of cyberbullying in online 

games, particularly focusing on how it affects children and how both kids and 

their families perceive and respond to it. 

 

Why Regular Expressions Are Effective for Offensive Word 

Filtering : 

Regular expressions provide a fast, transparent, and effective method 

for detecting offensive language in real-time chat systems, especially in 

environments like online games where immediate response is critical. They 

are particularly useful for identifying variations of offensive words, such as 

intentional misspellings, symbol replacements, and repeated characters—

patterns that basic string-matching or even some machine learning models 

may overlook. 

This approach is supported by the research of Shoaib Jameel, Hanan 

Aldawsari, Walid Magdy, and Adam Lopez in their study titled "You Can't Say 

That! Detecting Abusive Language in Online Social Media" (2018). The 

researchers note that rule-based methods using regular expressions remain 
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highly effective for detecting explicitly offensive content, especially when 

designed to handle linguistic variation and obfuscation techniques used to 

bypass filters. 

Based on the surveys and interviews conducted, five main findings 

emerged: 

1.  Lack of Trust in Game Systems 

One of the most unexpected outcomes was that none of the families 

interviewed expressed trust in the game systems to protect their children 

from cyberbullying. Parents often doubted the effectiveness of in-game 

moderation or reporting tools, believing that these platforms were more 

focused on entertainment than child safety. 

2.  Children Rarely Report to Adults 

The majority of children who experienced cyberbullying did not report it 

to parents or teachers. This silence highlights a major communication gap 

and possibly a fear of negative consequences, such as losing access to the 

game or being misunderstood. 

3.  Screen Time Patterns 

Around 40% of children were reported to play online games for 

approximately 3 hours per day. While moderate gaming can be part of 

normal play, prolonged exposure, especially in unsupervised 

environments, increases the chances of encountering toxic behavior. 

4.  High Parental Awareness of Risk 

Interestingly, 73% of parents acknowledged that their children are at risk 

while playing online games. This shows that many families are aware of 

potential dangers but may not know how to actively mitigate them. 

5.  Disconnect Between Perception and Action 

Although parents recognize the risks, and children face real online abuse, 

there is a disconnect between awareness and response. Parents may be 

aware, but they are not always taking effective steps, while children 

choose not to speak out — leaving the issue unaddressed from both sides. 
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Unexpected Emotional Impact: A Deeper Psychological Layer : 

During the interviews conducted for this research, one particularly 

striking case stood out. A child not only reported being bullied in an online 

game — where he was called names such as “ugly pig” and “stupid” — but 

also expressed a deep internal conflict: he began to question whether his 

mother had lied to him. She had always told him he was “handsome and 

smart,” yet his online experiences sharply contradicted those affirmations. 

This led him to doubt both himself and the sincerity of his parent’s praise. 

This emotional response aligns with cognitive dissonance theory, 

introduced by Leon Festinger (1957), which suggests that psychological 

discomfort arises when a person holds two conflicting beliefs. In this case, the 

child is struggling to reconcile the positive feedback from his mother with the 

negative insults from online peers. The dissonance between these two 

messages creates emotional confusion and self-doubt. 

This conflict also reflects a critical stage in Erik Erikson’s theory of 

psychosocial development, particularly the stage of industry vs. inferiority, 

where children form their sense of competence based on feedback from 

others. According to Erikson (1950), children rely on both family and peer 

feedback to build their self-esteem. However, if negative peer input — such 

as cyberbullying — is frequent and emotionally intense, it may override 

supportive messages from home, leading to feelings of inadequacy and low 

self-worth. 

This finding emphasizes the urgent need for emotional support, digital 

literacy, and parent-child communication, especially when children start 

questioning not only their self-worth, but the sincerity of those who love 

them most. 
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The data shows how and why it happens 

1. Anonymity 

Manifestation: 

a. Many online platforms allow users to create accounts without 

verifying their real identity, making it easy for bullies to hide behind 

fake profiles. 

b. Pseudonymity is especially common in forums, gaming platforms, and 

anonymous Q&A apps, where users can switch identities frequently. 

c. Temporary or disposable accounts (burner accounts) make it difficult 

to track down perpetrators. 

d. Some platforms actively encourage anonymity to promote "honest" 

discussions, but this can lead to increased cyberbullying. 

Implications: 

1. Victims may feel powerless because they cannot identify their 

harasser or take action against them. 

2. Anonymity emboldens bullies, making them more likely to say things 

they wouldn't in a face-to-face confrontation. 

3. Perpetrators feel detached from real-world consequences, making 

their behavior more aggressive and frequent. 

4. Law enforcement and platform moderators struggle to hold bullies 

accountable due to the lack of identifiable information. 

Example: 

A student is repeatedly harassed on an anonymous messaging app. The 

bullies use different usernames each time, preventing the victim from 

blocking them. 

2. Persistent Presence 

Manifestation: 

1. Unlike traditional bullying, which is confined to certain locations (e.g., 

school), cyberbullying follows victims everywhere through digital 

devices. 
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2. The 24/7 nature of online connectivity means there is no safe space 

for the victim to escape from harassment. 

3. Cyberbullying can occur across multiple platforms simultaneously, 

making it more difficult to contain. 

4. Victims may receive messages, comments, or threats at all hours, 

including late at night. 

Implications: 

1. Victims may experience chronic stress, anxiety, and paranoia, 

knowing that the harassment can continue at any moment. 

2. Sleep disturbances are common, as victims may compulsively check 

messages or social media for threats. 

3. Constant exposure to negative messages can lead to deteriorating 

mental health, including depression and suicidal thoughts. 

4. Even if a victim blocks a bully on one platform, the harasser can 

simply switch to another app to continue their attacks. 

Example: 

A teenager is bullied on social media and group chats. Even after blocking 

the bully, they create new accounts and continue the harassment through 

direct messages and fake profiles. 

3. Wide Audience 

Manifestation: 

1. Cyberbullying can be public, allowing a vast audience to witness, 

share, or participate in the harassment. 

2. Social media makes it easy for bullies to spread harmful content (e.g., 

memes, doctored photos, private messages) with a single click. 

3. Embarrassing videos, images, or personal details can quickly go viral, 

making the victim’s suffering more severe and prolonged. 

4. Some cases of cyberbullying involve "exposure" or "revenge posting," 

where private information is leaked online to shame the victim. 

Implications: 
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1. Victims feel more humiliated and isolated, as their suffering is 

witnessed by a large audience. 

2. The public nature of cyberbullying can damage the victim’s reputation, 

even years after the initial incident. 

3. Viral harassment increases the difficulty of containment, as content 

spreads across multiple platforms and is repeatedly reshared. 

4. Victims may struggle with social anxiety and paranoia, fearing 

judgment from their peers. 

Example: 

A student’s private messages are screenshotted and shared in a school-

wide group chat, making them the target of widespread ridicule. 

4. Ease of Participation 

Manifestation: 

1. Social media allows users to "like," "share," or "comment" on harmful 

posts, making passive involvement easy. 

2. Online group dynamics often encourage "mob mentality," where 

individuals participate in bullying because others are doing it. 

3. Cyberbullying can be subtle, such as exclusion from group chats or 

inside jokes meant to humiliate someone. 

4. "Dogpiling" occurs when multiple people target a single victim, 

overwhelming them with negative messages or attacks. 

Implications: 

1. Bystanders may contribute to cyberbullying without realizing its 

impact, assuming that liking or sharing a post is harmless. 

2. Victims may feel completely isolated when they see large groups 

participating in their harassment. 

3. The group effect reduces individual accountability, as bullies feel their 

actions are justified or diluted in a crowd. 

4. Cyberbullying can escalate quickly when multiple users join in, 

making it difficult for the victim to respond. 

Example: 
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A student is mocked in a group chat, and other classmates contribute by 

adding laughing emojis or sharing memes that ridicule them. 

5. Emotional Distance 

Manifestation: 

1. The lack of face-to-face interaction makes bullies less aware of the 

emotional pain they are causing. 

2. Online communication reduces empathy, as perpetrators do not see 

the victim's reactions in real time. 

3. Bullies may feel detached from their actions, treating online 

harassment as a game or entertainment. 

Implications: 

1. Victims may feel dehumanized, as they are treated as objects rather 

than individuals with feelings. 

2. Cyberbullying tends to be more severe because perpetrators feel less 

guilt. 

3. Without immediate emotional feedback, bullies may escalate their 

behavior, thinking it is just a joke. 

Example: 

A live streamer is repeatedly harassed in their chat by viewers who see 

their distress but continue to make cruel jokes. 

6. Permanent Record 

Manifestation: 

1. Once something is posted online, it can be saved, screenshotted, or 

reshared indefinitely. 

2. Even deleted content can resurface through archives, backups, or 

other users who saved it. 

3. Cyberbullying incidents may be documented in ways that affect future 

opportunities (e.g., college applications, job searches). 

Implications: 
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1. Victims may never fully escape past harassment, as harmful content 

continues to exist online. 

2. Employers, educators, or future acquaintances may discover old 

bullying incidents, affecting the victim’s reputation. 

3. The fear of resurfacing harassment can lead to long-term 

psychological distress. 

Example: 

A young adult applying for a job discovers that an embarrassing video 

from their teenage years is still circulating online. 

7. Cultural and Linguistic Barriers 

Manifestation: 

1. Harassment can involve xenophobia, racism, or cultural 

misunderstandings. 

2. Language barriers may prevent victims from reporting cyberbullying 

or seeking help. 

3. Some platforms prioritize certain languages, making it harder for non-

native speakers to receive support. 

Implications: 

1. Victims from minority backgrounds may feel isolated and 

unsupported. 

2. Harassment rooted in cultural prejudice can increase feelings of 

alienation. 

3. Non-native speakers may struggle to defend themselves effectively 

online. 

Example: 

A foreign student is ridiculed in an online discussion forum for their 

accent and grammar mistakes. 
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8. Gamification of Harassment 

Manifestation: 

1. In competitive online games, cyberbullying is often masked as 

"gameplay tactics" or "competitive banter," making it harder to 

distinguish between legitimate criticism and harassment. 

2. Features like voice chat, in-game messaging, and team matchmaking 

create environments where verbal abuse can be directed at specific 

players. 

3. Certain game mechanics, such as ranking systems, skill-based 

matchmaking, and performance tracking, can be used as tools for 

bullying. 

4. Some players engage in "griefing" (deliberately ruining another 

player's experience), "stream sniping" (targeting streamers in online 

matches to disrupt their gameplay), or "smurfing" (higher-ranked 

players using alternate accounts to dominate lower-skilled players). 

5. Toxicity is often normalized in gaming communities, with insults, 

threats, and discriminatory language being excused as part of the 

culture. 

Implications: 

1. Victims may internalize the abuse, particularly in skill-based games 

where feedback feels personal, leading to a decline in self-confidence. 

2. Repeated harassment can discourage players from participating in 

competitive games, pushing them out of gaming communities they 

once enjoyed. 

3. Toxic behavior in gaming environments can reinforce harmful 

stereotypes and normalize aggressive online interactions. 

4. Young players are especially vulnerable, as they may struggle to 

differentiate between constructive criticism and harmful insults. 
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Example: 

1. A new player in a multiplayer shooter is repeatedly insulted by 

teammates for making mistakes. Instead of receiving guidance, they 

are called slurs, told to quit the game, and even team-killed by their 

own squad. The harassment eventually forces them to stop playing 

altogether. 

9. Psychological Impact 

Manifestation: 

1. Victims of cyberbullying frequently report higher rates of stress, 

anxiety, depression, and in extreme cases, suicidal ideation. 

2. The public nature of online harassment amplifies feelings of shame, 

humiliation, and low self-worth. 

3. Victims may suffer from sleep disturbances, mood swings, and 

difficulty concentrating, affecting their daily life and academic 

performance. 

4. Cyberbullying can lead to post-traumatic stress disorder (PTSD)-like 

symptoms, where victims relive the bullying experience long after it 

has ended. 

5. Social withdrawal is common, with victims avoiding online platforms, 

gaming communities, or even real-world interactions out of fear of 

further harassment. 

Implications: 

1. Long-term mental health issues may develop, including chronic 

anxiety and depression. 

2. Victims may begin to doubt their self-worth and become more 

sensitive to online interactions, even in non-threatening situations. 

3. Adolescents, whose identities are still forming, are particularly 

susceptible to long-lasting damage to their self-esteem and personal 

development. 
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4. Cyberbullying can lead to real-world consequences, such as declining 

school performance, social isolation, or even self-harm. 

Example: 

A teenager is repeatedly mocked and harassed on social media after an 

embarrassing video is posted about them. As the bullying continues, they 

stop going to school, refuse to leave their room, and show signs of 

depression, struggling to rebuild their confidence. 

10. Cultural and Linguistic Barriers 

Manifestation: 

1. In international online spaces, users from different cultural 

backgrounds may experience discrimination, xenophobia, or exclusion. 

2. Some platforms are dominated by a single language, making it difficult 

for non-native speakers to report harassment or defend themselves. 

3. Cyberbullies often target users for their accent, grammar mistakes, or 

use of a different language in voice chats. 

4. Misinterpretations of cultural norms and humor can escalate conflicts, 

leading to unintentional bullying or targeted harassment. 

5. Certain cultural groups may face systemic cyberbullying, where large 

numbers of users coordinate attacks based on race, religion, or 

nationality. 

Implications: 

1. Victims from marginalized backgrounds may feel unsupported or 

unsafe in digital spaces that cater primarily to dominant cultures. 

2. Language barriers prevent victims from effectively reporting abuse, 

leaving them without proper recourse. 

3. Cyberbullying rooted in cultural prejudice can intensify feelings of 

alienation, making victims hesitant to engage in online communities. 

4. Harassment in gaming communities can deter international players 

from participating, reducing inclusivity in the industry. 

Example: 
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A player from a non-English-speaking country joins a competitive game 

with voice chat. Their teammates mock their accent, refuse to 

communicate, and intentionally sabotage the match, making it impossible 

for them to enjoy the game. 

 

Limitations of the Study : 

While this study provides valuable insights into cyberbullying within 

online gaming, there are several limitations that should be acknowledged. 

First, AI was not implemented due to the complexity involved in 

training large-scale language models. Offensive language and slang used in 

online games change constantly, and keeping an AI model up to date would 

require massive datasets, continuous retraining, and substantial computing 

resources. Instead, the system relied on a manually adjustable offensive word 

dataset, which proved easier to manage, update, and customize based on real 

inputs gathered from the interviews and survey results. 

Second, the current system is limited only to text-based chat. It does 

not monitor or analyze voice messages or images, both of which are common 

channels for cyberbullying in modern games. Therefore, harmful content 

communicated through non-textual forms could not be captured or flagged 

by the system. 

Third, the research and the system were developed using only one 

language — English. This limits the system’s ability to detect bullying in other 

languages or regional slang, which could be especially relevant in 

multicultural online spaces. 

Fourth, while user behavior data was collected, the study still relied 

heavily on self-reported feedback through questionnaires and interviews. 

This means that there may still be some subjectivity or bias, particularly in 

how participants interpreted their experiences or how honestly they 

responded to sensitive questions. 
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Lastly, the research was conducted under strict time constraints due 

to academic deadlines. As a result, certain features such as real-time chat 

analysis, cross-platform testing, or psychological support modules could not 

be fully explored or implemented. 

Despite these limitations, the study remains an important step toward 

understanding and addressing cyberbullying in online games, and lays the 

groundwork for future development. 

 
Strengths of the Study : 

Despite the limitations, this study presents several key strengths that 

contribute to both its academic value and practical applicability. 

One of the major strengths is the use of real, commonly used offensive 

words, which were gathered directly from participants during interviews and 

surveys, as well as through observation of gaming environments. This 

ensured that the dataset was relevant, accurate, and reflective of the actual 

language children encounter during online gameplay — rather than relying 

on outdated or generic word lists that may miss current slang or contextual 

insults. 

Another important strength is that the offensive word filter system 

was designed to be simple, flexible, and easily adaptable. The structure of the 

dataset allows new words to be added quickly without the need for complex 

retraining or reprogramming. This makes the system practical for integration 

into existing game chat moderation systems, especially in environments 

where resources are limited. 

Additionally, the system is built with future scalability in mind. It can 

be expanded to cover more languages or adjusted based on the unique needs 

of different communities or age groups. This flexibility makes it suitable for 

both small projects and larger-scale applications in game development or 

educational platforms. 
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Finally, this research combines technical development with real-world 

user feedback, ensuring that the design decisions were grounded in actual 

experiences of children and families, rather than assumptions. 

In summary, the strengths of this study lie in its realistic data sources, 

practical design, and flexibility, which make it both relevant and usable for 

future anti-cyberbullying efforts in online games. 

 

Future Research and Application Development : 

For future research, it would be beneficial to include audio and image 

reporting features, especially in studies involving children, as this may allow 

them to express themselves more accurately and comfortably. Further 

studies can also investigate the long-term emotional impact of cyberbullying 

and whether certain types of games are more prone to toxic behavior. 

From a technical perspective, the next version of the app or platform 

could integrate: 

1. AI-based toxicity detection that works in real time. 

2. A feedback loop where kids can report bullying using simple buttons or 

symbols. 

3. Educational content for both kids and parents on digital safety. 

4. Private chat review tools for parents to monitor suspicious messages 

(with respect for privacy). 

These improvements can make digital spaces safer while maintaining the fun 

and social benefits of online games. 
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CHAPTER  V 

CLOSING  

A. Conclusion  

This research has explored the problem of cyberbullying in online 

gaming environments, with a focus on its impact on children, particularly 

those who play games like PUBG and Mobile Legends. The study aimed to 

understand the nature of cyberbullying in these digital spaces, its 

psychological and emotional effects on young players, and the effectiveness 

of current prevention and reporting mechanisms. 

Through the distribution of questionnaires to both parents and 

children,In this study, a regular expression (regex) matching algorithm was 

applied as the core mechanism of the offensive language filter in our chat 

application. By compiling a dataset of 2,074 real in-game offensive words and 

phrases, collected from actual interactions in games like PUBG and Mobile 

Legends, we created pattern-based filters capable of identifying and 

censoring abusive language in real time. These regex patterns were designed 

not only to match exact words but also to detect variations, such as added 

symbols, spacing, repeated characters, or creative misspellings (e.g., "i.d.i.o.t", 

"stu***pid", or "nooob"). 

When a user sends a message, the backend system uses these regex 

patterns to scan the message. If a match is found, the offensive word is 

replaced with asterisks (e.g., “You are stupid” becomes “You are **”). This 

real-time moderation approach was demonstrated during the research and 

proved effective for filtering direct verbal abuse. 

However, despite this mechanism, the study also uncovered critical 

limitations. Many children reported still experiencing or witnessing bullying 

behavior during gameplay, including persistent targeting, exclusion, and 

mocking. These forms of cyberbullying often occur without the use of explicit 

offensive words, making them harder to detect through regex-based filtering 

alone. Moreover, interviews with parents revealed concern about their 



 

 

54 

children's exposure to harmful interactions, yet many admitted to having 

limited control or understanding of in-game communication. 

Thus, while regex filtering provides a fast and effective first line of 

defense, it should be complemented with broader moderation strategies, 

such as player behavior tracking, reporting tools, and parental awareness 

initiatives, to create a safer digital environment for children in online games. 

Overall, this research concludes that while online games offer 

entertainment and social interaction, they also expose young users to 

potentially harmful behaviors. There is an urgent need for better parental 

involvement, enhanced reporting systems, more sophisticated moderation 

tools, and increased digital literacy among children. Future efforts should 

involve game developers, educators, and families working together to create 

a safer online environment for young players. 

 
B. Research Implication  

1. For Game Developers and Companies 

a. The study highlights the need for stronger and smarter chat 

moderation systems that go beyond simple word filters, such as AI-

powered detection of harmful behavior patterns. 

b. Games popular among children should implement easy-to-use 

reporting tools and automatic flagging systems to detect abusive 

behavior early. 

c. Developers should consider introducing child-safe chat modes, 

language moderation tiers, or guardian control features. 

2. For Parents and Guardians 

a. The findings show that many parents lack awareness of what 

happens in online games. This research implies the importance of 

parental education and engagement. 

b. Parents should be encouraged to communicate regularly with their 

children about online safety, set clear rules, and supervise gameplay 

where possible. 
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c. Educational campaigns or guides could be developed to help parents 

understand in-game risks and reporting systems. 

3. For Educators and Schools 

a. Teachers and counselors can use this research to integrate digital 

citizenship and cyberbullying awareness into school curricula. 

b. Schools should provide safe spaces for students to discuss online 

experiences, especially those related to bullying and mental health. 

c. The data can also support anti-cyberbullying workshops or 

collaborative projects with tech companies. 

4. For Children and Young Players 

a. This research raises awareness among young gamers about the 

impact of their words and actions online. 

b. It supports the development of peer-led programs where children 

help educate each other on respectful gaming behavior and how to 

respond to bullying. 

5. For Researchers and Academics 

a. The dataset of 2,051 offensive words provides a valuable linguistic 

resource for further studies on online language abuse. 

b. The findings open pathways for future research into the psychological 

effects of online bullying, especially long-term impacts on child 

development. 

c. Researchers may also explore cross-cultural comparisons, gender-

based experiences, or differences across game genres. 

6. For Policy Makers and Regulators 

a. The results suggest a need for clearer regulations or industry 

standards regarding child safety in online games. 

b. Government or independent watchdog groups could use this study to 

propose stricter rules for age-appropriate content, mandatory 

reporting tools, and data transparency from game companies. 
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